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1.0 Abstract

This work describes a direcblume rendering technique adapted for visualization of
results from Computational Fluid Dynamics (CFDlsolvers. The problem is di€ult

for at least three reasons: (1) the shapes of the grided@y\as well as scalar dailds,

and (3) the types of features of interest. In addition, the data set sizes are often between ten
and one hundred rgabytes, which is lge ezen by wlume rendering standards. The
method, a ray casting implementation, is chosen for itsstabss and adaptabilifijhe
software described here tBfs from other glume renderers in the handling efctor feld
data and in the techniques for reducing the time required for intersecting rays with grid
cell faces. ¥ctor felds are rendered using mappings from thetar feld space to three
dimensional color spaces plus opac8geral mappings are considered and the radati
merits analyzed.wWo techniques for imprang the speed of the ordinarily slaay

casting are described. Futuresel®epments and impvements are also discussed.

Volume Rendering for Computational Fluid Dynamics: Initial Ressétptember 9, 1991 1



Introduction:

This work describes a direcblume rendering technique adapted for visualization of
results from Computational Fluid Dynamics (CFDWilsolvers. Direct wlume rendering
is a term used to describe a collection of related techniques used to display densely
sampled 3D glumes of data as clouds arying color and opacityrhe problem of direct
volume rendering CFD data is quitefdi@ilt for several reasons. The grids used in
computational fluid dynamicsaxk can be seerely warped, so algorithms forgalar

grids cannot be usedelcity fields are of central interest, sector as well as scalar data
needs to be displayed. Features of interest include shemdswlav separations and
vortices. These structural features of thevfaoe dificult to isolate. In addition, the data
set sizes are lge, as much as one hundredyatgytes for a single instant in time, which is
large even by wlume rendering standards.

An introduction to the problem of visualizing computational fluid dynamics (CFD)
solutions is preided belav. It is followed by a brief sumy of visualization techniques,

both those currently used for CFD and thesjanes uses of @ume rendering. Then the
current implementation, a ray casting method chosen for iistiodss and adaptability
described in detail. Seral resulting images are presented along with discussions of the
parameter &lues used to create the visualizations, and of features visible in the images.
The results are follwed by an ealuation of the current status of this project and a
description of further ark to be done.

Problem Description:

Fluid dynamics is an area ofysics intensely studied due to théreme compleity of

the phenomena and the practical importance of the resultsidltlisfconcerned with the
flow of fluids, generally within or around some solid object. Example applications include
air flowing past an aircraft, ater flaving past ship or submarine hulls, bloodnfiog

through hearts and arteries, and fueliig through engines.

Traditional fluid dynamicsx@eriments use wind tunnelsater tanks, or other comple
apparatus or may be part of flight testing aircraft. Much time dod gbes into bilding
models and assuring precise control of the apparatus. Mathematical models which
describe flvs hare been used to compute results similar to the data collected from wind
tunnels and water tanks. Oer the last decade, computational fluid dynamics (CFD) has
taken an increasing role in fluid dynamics research and engineering. While creating the
digital description of a model is still a fidult undertaking, numerical simulation has
several adantages. Once the geometric descriptiovaslable, minor ariations can be
made much more easily than on ggibal model. Brameter a&lues can bearied through

a greater range in a simulation than on real equipment, and there is no instrument
apparatus to modify the flobeing measured. Furtheiata alues are\ailable at a much
denser sample of positions in theaflthan is generally possible inysical experiments.

The geometric nature of the problems and solutions as well as a visual tradition from the
physical periments has naturally led to an interest in computer graphics for displaying
these results.
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The results of these simulations are typically in the form of a three dimensional array of
several \alues per location.df unsteady fis (flovs that ary with time) each time step

of the simulation creates another solution arfdae geometric locations of the nodes
corresponding to arrayalues are storedplicitly in an additional three dimensional

array Each node, corresponding to an array element, is assumed connected to the adjacent
nodes before and after it in each dimension of the dong total of six neighbors. This
connectity defines a grid of amume of space. Theolume is dvided into cells with six
faces each, so each cell can be thought of as a distorted cube. The collection of cells is
known as a structured grid. Sometimegesal of these arrays are created, each associated
with a different rgion of the flov and a diferent part of the body in the #WloIn this case,

the separate grids may interpenetrate, and require special handling mdhe of
duplication.

Sometimes the suhdsion of the wlume of interest is done in a lesguiar manner
resulting in a similar set of three dimensional points and assocwitegky it for which
adjacenyg information must bedpt eplicitly. These “unstructured” grids contain mainly
tetrahedral cells,ui may hae other shapes as well. An ideal visualization tcmhba

have the capacity to display data of both the structured and unstructured grid formats.

Current methods of direcblume rendering are di€ult to apply to CFD solution data for
several reasons. The mostwbus of these difculties concern the grids on which the data
samples are calculated and the type of features that researohktdike to obserg. The
size of the data sets further aggttes the problem of displagspecially when

interactvity is needed.

Direct wlume rendering techniques werereleped to operate on scalar data sampled or
calculated on a grid of points arranged ingutar, rectangular pattern, which we will call
a reggular grid. CFD gridsdil to meet this spedtfation in sgeral ways. The grids are
designed toif the wolume of space adjacent to objects in thevflinese objects are often
aerodynamic shapes, both grossly and subtlyeclir@urrent computing resources limit
the number of sample points that can be used, so catertssed in placing the points.
Samples are computed more densely gnores of greatengected compbaty, for
example the boundary layexdjacent to suatces of objects in the flo As a result, the size
of the cells and the spacing between points eay by seeral orders of magnitude in the
same grid. While the grids are ingel in a rectangular mannéne geometry is serely
warped and compressed. Unstructured grids leek the topological similarity to gelar
grids.

The most common use of diredlyme rendering has been in the mediwdtf One of

the reasons for this success has been the nature of the features of interest. Biological
structures such as bodygans, muscle tissue and bone, as sensed by Computed
Tomograply (CT) or Magnetic Resonance (MR) scanners, are homogeneousiwith f
abrupt boundaries.&lue ranges can be used to classifiymes and simple gradient
operators are oftenfettive for inding boundaries between structures of interest. In
contrast fluid flav is basically continuous, and computational models whichualtefiom
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differential equations must approximate this contindty simply identifying the features
of interest andxdracting them is more ditult. In fact, it may not alays be obious what
aspects of the data constitute “a feature”. This problem is compounded by data which
represent gctor felds or @en tensoriélds. Once the features are iddaatif the question

of how best to render them remains.

Marny scientifc visualization applications indicate data set size adiaudtf.. Even within

this class of applications, CFD data sets are notable for the number of bits representing
what one desires to see in a single image. The number of cells in a typical grid ranges from
a minimum useful size of about 100,000 cells to grids of complete aircraft (a Havler Y
8B) with more than te million cells. These sizes are of at least the same size as those
encountered in medical applications.vwer, since the grid is not geometricallygrear,

the spatial coordinates must bekcitly stored - three floating poinelues per cell. The
typical “flow solver” calculates seeral \alues per cell. The standard solutide &t NASA
Ames has tw scalars and one three dimensioredtar per cell, all floating pointlues.

Post processing frequently computes additional scalarestdnfelds from these initial
values, and while tlyemay not require long term storage,\thake workstation memory
while being rendered.

For example, current wrk on modeling the F-18 has resulted in 4 grigsaging 400,000

cells each, for a total of 1.6 million cells. (This is just half the plane; thediler the

other side is assumed to be symmetric.) The B-1L& million cells, with eightalues per

cell in double precision, requires roughly 100gatgytes. The bandwidth to simply gop

this data, assuming rendering took no time, is huge. A small data set of 40,000 cells, (the
blunt fin described belo) frequently used for testing purposes, requires roughly 1.3
megabytes of memoryAnd these numbers are for aflat a single instant in time.

Unsteady flavs may require hundreds or thousands of such solukesn(&lthough the
geometry ile usually remains constant).

Previous Work:
Previous and current (graphical) methods xplering CFD data:

Physicists and engineers\& of course, long used traditionalohdimensional graphs,
function plots, contour diagrams and similar visual presentations of data. Aeronautical
engineers and fluid flo physicists hae an additional visual tradition in the use of dye in
water tanks, smakemitters, oil streaks and tufts of string in wind tunnels and during
flight tests..

The initial applications of computer graphics technology were simply automating the
same processes. Computers enaleating graphs and plots of mucly&ardata sets easier
while maintaining a high dgee of accurac Tools to mimic wind tunnel visualization
methods follaved. Streamlines, streak lines and path lines are taresions on the

smole trail theme, which arevailable in current CFD visualization tools such as Plot3D
[Wala90] and BST [Banc90]. A streamline is a ciawhich is gerywhere along its

length tangent to the flofield at an instant in time. A streak line is the current location of
all fluid particles that hae passed through é&d point for an intead of time. This set of
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locations are the ones thadbwd be colored\eer time by releasing dye from a single

point. A path line is the trajectory of a massless patrticle released w atféoparticular
point. It can be thought of as a timgesure of a ghving particle in the flov. In a steady
flow or a solution computed for a single instant in time these three items are ideutical, b
in an unsteady fl@ they differ in interesting \&ys.[Kund90]

The use of the computer nmekadditional visualization techniquesiable. Psuedocolor
display of a dataalues dehed on a tw dimensional suaice has been done, much as in
image processing. These aa#s may be the sade geometry of the airfoil, a layer of the
grid defned by holding one indeconstant or an arbitrarily oriented cutting plane.
Surfaces of a constant scalalwe (a 3D generalization of contour lines) can be computed
and displayed.

Recent wrk has shan the viability of additional techniquesoiFexample neighboring
streamlines can be connected to form streanasesfwhich she relationships between
the stream lines and direction changes in thve filmich more wiidly. [Hult?] Topological
characterization of the flois another recent delopment that sivas much
promise.{Helm90][Helm91][Glob91]

With the sole rception of topological characterization, all of these methods display only a
small subset of the information contained in thes#mlution in a single image. While the
computation of a f solution requires hours of CPU time on thstést supercomputers,

it is important to support the interaaiexploration of the result. In thisay the scientist

can modify the selection of the subset displayed as well as the methods for displaying it.
Interactvely moving a cutting plane or changing thelwe of the desired isosade allavs
exploration of the entirealume. These techniques, and others such as intelgcti

moving the source of a stream agé, tremendously impre the speed with which a
scientist or engineer can diseo the information of interest in the data.

Direct wlume rendering displays a dense set of 3D data in its entireéyn be thought of
as a complementary tool, shiog the complete data set in ays that highlight r@ons
which are interesting tgets for additionabgloration with the other tools. Certain
parameter settings may alsoeal three dimensional structures that are neioois when
sliced by a tw dimensional primitie.

Direct wolume rendering:

Direct wolume rendering @s initially an alternate to the process of feature detection,
feature &traction and sudce reconstruction for data sets dense in three dimensions.
These data sets came primarily from measurements of theaddl im medicine, the
Computed dmograply scanner s folloved by Positron Emissioroimograply and
Magnetic Resonance Imagemhe medicaliéld also digitizes microscope images at
various focal depths, and serial sections produced by slicing samplasldOgkplorers
and other geoptsicists hae been making three dimensional seismiceys¥or more
than ten years.

Since the data as being collected by humans, aswcollected in ays that made it
cornvenient for further use. In particuldhe samples were usually collected gutar
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intervals and with a desirable alignment. Sometimes the step size in one dimension might
be diferent than the step size in the othentlut even then it vas generallyixed for that
direction. The resulting data set is easily stored in a three dimensional array representing a
regular grid of samplealues. A starting position and an increment in each dimension

make a complete description of the geometry

Regular grids permit mankinds of optimizations in rendering. Thedd step size ales
fast stepping from one cell to thexhevhen tracing the path of a ray from thye ¢hrough
the wolume, accomplished by a three dimensiomaiation of the digital dferential
analyzer (DIA) algorithms [ ]long used for line drang on raster displays §#90]. The
same knwledge of unchanging distances permits easy weighting by the thickness
traversed and precomputation of weights to use with neighboring samples in computing
interpolated alues [Vst89] [West90]. Assuming orthographic projection of thgular

grid buys even more diciengy, since the projection of all the cells will be identical.
[Wilh91] The data from ansingle sensed modality is often a single scadéuerlike CT
density or amplitude of the seismic returave. The resulting displays could be in
greyscale lile the X-ray images alreadgrhiliar to radiologists, or psuedocolored as in the
image processing of satellite remote sensing data.

The computer graphics research community put increased attention on alinewt v
rendering bginning about 1988. Three papers in that yye8tGGRAPH conference
proceedings [Dreb88] [Sabe88] [Upso88yddeen follaved by special wrkshops on
Volume Vsualization in 1989 and 1990, as well as ynatier publications in journals of
the ield. [Levo89] Previous work on visualization of densely samplealumes of data

had concentrated mainly onding geometric descriptions of sackes within theeumes.
[Lore87] [Wyvi86] Much was publishedxplaining arious shading and visibility
attenuation methods and techniques for rapidiyetsing the lage data sets. Reladly

little appeared, haever, discussing similar techniques applied to densely sampled
volumes of data for which no easy front-to-back (or back-to-front) orderasgsailable
until the San Digo Workshop on ¥lume \isualization in December 1990ajpers
presented there described methods for displaying unstructured grids and badly shaped
structured grids such as those arising in CFD aniie felement analysis. [Gari90]
[Hanr90] [Shir90] The wrk described belw is designed for these deformed grids and in
addition attacks the problem of displayirector felds over these densely sampled
volumes.

Description of method:

Direct wlume rendering techniques attempt to compensate @ thata sets by

exploiting the coherence present in grid structures. Since CFD grids are scaled and twisted
severely, there is no simple indang of the grid that can assure back-to-front or front-to-
back traersal of the slume. Furtherthe irrgularity of the indvidual cells means that

DDA extensions for rapid stepping through the grid a#sb The olvious technique

robust enough to function in these circumstances is ray casting (ray tracing of only the
initial rays, originating at theye), accumulating shading contitibns as the ray tvarses
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the grid until the ray laaes the grid vicinity or until the shading can not be further
influenced.

Ray tracing is a technique widely used in computer graphics for creating realistic
appearing images.ffe90] Basicallyray paths from theye through sample screen points
are folloved into the scene until an object is encountered. Rays from the point of
intersection to the light sources and in the directions of principle reflection and refraction
are follaved to compute shading conuiimns for the screen sample point. Reflected and
refracted rays can be pursued until the coutidim of each indiidual ray is belw the

color representation threshold of the display system. While reflected and refracted rays
used in realistic image synthesis are one of the hallmarks of ray traced images, the
reflections and refractions generated can be distracting and confusing when attempting to
analyze scienti€ data. Eliminating these rays also reduces thk W generate each

image. Attenuation of light through a translucent medium can alsovestine need to

follow a ray bgond a certain point, since no light penetratesaso f

The present implementation negkuse of tw stratgies for accelerating the normally
slow ray casting process. One idegleits the &cts that cells arevahys closed and that
they share &ces. The other idea alNe rapid inding of the irst cell hit.

A naive (wlume rendering) ray tracing implementation considers each cell orazachff
each cell as a separate object. Each ray is tested for intersection with each object. The
nearest object intersected is enygld in a shading calculation, and then the search is
performed toihd the ne&t intersection. The coherence of this grid mayXj@ated by
observing that the cells arenalys closed and that cells sharallesexcept at grid
boundaries, which are easily idemd by the inde values (or by xplicit adjacenyg
information in unstructured grids). Therefore, once the cell nearestdhetdy a

particular ray has been idemid, the subsequent cells penetrated by the ray can be found,
in the order treersed, byihding the nearest intersection among thie femaining \alls

of the cell already entered. Thexheell entered is simply the one which shares tlak w

If the nevly hit wall of the cell is also a &ll of the grid, then the ray hasited the grid. It

is possible for the ray to re-enter the grid aftetiry so an gplicit check for this

possibility must be made.

To find the frst cell hit by each raywe adapted the itenuffer technique described in
[Wegh84]. The item bffer technique uses$t, hardwre supported Ztlffer rendering,
but stores an object identation numberrather than a colpm the frame bffer. In this
way, the frst object hit by a ray is idenigfd without &pensve ray-object intersection
testing. In our case, we encode the (i, j, k) xweeach cell into an RGBale. As long as
each dimension of the grid is less than 255 elements, the mapping is uniquejahd tri
invertible. The grid cells are rendered by auffér using the (i, j, k) to RGB encoding.
For each ray we get the RGRBIue at the corresponding pixThe itverse mapping (from
RGB to (i, j, k)) is performed, which yields the starting grid cell. Note that if tivepamt
is suficiently close, some of the grid celbils are clipped by the hither plane. Then
interior cell walls may be theirist cell wall visible, so all cell walls are drevn, rather than
just the outer shell of the grid. The windased for the Z-liffer drawing is also used for
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selecting the vie of the data set to belme rendered. By dnang only the outer grid
walls until the viev selection is satiattory the viev selection can be done interaetyy.

These techniques are notfstient to allav interactve ray casting, it there is hope that

with a more pwerful workstation and further optimization techniques, this goal may be
achiezed. Some stratges with good potential for reducing the time required are discussed
in the Further Wrk section, bel.

Vector Field Rendering:

Standard techniques can be used for mapping seathrdlues to color ranges for use in
shading calculations. [Sabe88], [Dreb88], [Upso88] Much of what CFD researchers wish
to see is found in theeetor felds. The standard output aBSA Ames includes a

momentum ector which, when diided by density at each cell, yields the loabeity of

the fluid. The Plot3D package currently used for visualization by i8&MD researchers
includes seen \ector functions (in addition to more thatftyf scalar functions) anof

which might be candidates for display twme rendering. Eacletd is useful in its wn

way and which ones are appropriate depends on characteristics oivtsadloas
compressibilityturtulence and viscosity and on the particular features of interest in the
flow field.

Vector felds are traditionally rendered as collections ofvasravhich encode magnitude
as length, direction as orientation of the major lirggreent, and location as the point at
the tail of the arne. This representation is adequate for a thimensionaliéld whose
representation elements arefmigntly far apart to permit dvéing of parallel arravs that
do not touch. A more densely representeldifcan be rendered by using a subset of the
actual feld. Integral cunes, streamlines foxample, are anxample of this stratg. A
surface in a three dimension#&lfl can also be treated thisiyvat the risk of ambiguity in
the directions. ¥ctor felds on a sugce can also be rendered by mapping direction to hue
and magnitude to saturation, lightness or opa€itys technique is more appropriate for
very densely sampledefds andields in which one wishes to shonterpolated &lues
between samples. Both these techniga#sffthe vector feld is densely sampled in three
dimensions.

Volume rendering has the potential to display dense three dimensotal felds by
using the multidimensional nature of color spaces. Most displays using higher
dimensional color spaces arefiifilt to interpret. The challenge lies inding “good”
mappings from the desire@etor feld(s) to a color space. A “good” mapping is one
which permits a scientist tag insight into the “interesting” aspects of trextor feld.
“Interesting” depends on the scientist and the research area.

Vortices in the glocity field are of particular interest to aircraft designers. Rapid local
variation of the pressuréefd is indicatve of a possibleartex, but is not conclusie
evidence. A high magnitude obticity is necessaryus not suficient ezidence. The
vortical structure is more apparent in teetor felds of \elocity and wrticity. We decided
to attempt to construct a good mapping for displaymical structures.
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Our initial attempt uses the dimension of opacity as well as the dimensions of the Hue-
Lightness-Saturation (HLS) color space to presentor felds. HLS color space as

chosen wer the display systemhatural Red-Green-Blue (RGB) space because
intermediate &lues in the HLS system are more intgly understood by most people.

Opacity is a ery paverful cue so we ant it to be used to represent the most important
dimension of the data. Interestingyi@ns should be more opaque; less interestigigpns
should be more transparent. The magnitude of ¢higcity vector seres this function
well, but magnitude of theelocity vector does not. The uninteresting parts of #leaity
field are the areaaf from the objects, where thelgcity is equal to the free stream
velocity (the elocity that vould be present if there were no obstructions), and on the
surfaces of bodies, in the ¥lo A fluid with non-zero viscosity sticks toysurface,
implying zero ‘elocity (relatve to the sudce) @erywhere on the swa€e. This condition
is knowvn as a no-slip boundary condition.

Subtracting the “free streamelocity from the elocity field at eery cell yields the
perturbation elocity. If the magnitude of the perturbatioalecity vector is mapped to
opacity the lulk of irrelevant free stream flo is invisible. The no-slip boundaries require
separate treatment.

Given the use ofector magnitude as one of the dimensions, the most appropriate
representation of theeetor felds is in polar coordinates, as a magnitude awdangles.
This representation requires designation of an axis, to be used as the zero dieetion v
We selected the free streamlacity direction, because it represents the direction of
undisturbed flo. The two angles necessary are then an azimuth, or rotational, angle
around the free streanestor and an elation, or upstream to dmstream, angle. The
rotational angle around the free stream direction is mapped tovioaislgircular
dimension Hue. The alignment is arbitreamd we hee used the y axis direction as zero.
The eleation angle theiéld vector malks with the free streanegtor is mapped to
saturation, so thateectors almost parallel with free stream are nearly gray (unsaturated)
and perturbationelocities of 180 dgrees to free stream are maximally saturated.
Additional variations of this mapping are the subject of futugeements.

Additional Implementation Details

The background for theolume rendered images is a gridded acefperpendicular to the
viewing direction. The visibility of the grid lines\gs useful visual feedback about the
degree of opacity at each ik This technique as suggested by Peter Shjrlm his
presentation of [Shir90] at the San §aoeVblume Msualization Vérkshop.

Several diferent attenuation formulasvebeen used on arperimental basis. The most
realistic formula for the &cts of partial opacity of a mediumvislves exponential
attenuation of the light as a function of distancested through the medium. This
formulation has preed quite useful inalume rendering larly gridded wlumes.
Realism, hwever, is not the ultimate goal in sciemtifvisualization. Realism is a subgoal,
valued in scienti€ visualization mainly because it usually impes the ease of accurately
interpreting the resulting images. In CFD grids, the small cells are smallicgcif
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because the scientists bekehat something interesting isdiy to be in the vicinityand

they want to see it in greater detail. Not only is the increased sample density needed for
display of fner detail, lnt more fundamentallgmaller cells are required to correctly
calculate the flv solution. The small cells in a CFD grid are often the most important
ones. Reducing their impact on the image due to their size is counterprediibg
attenuation formula | ve found most useful forvealing details in CFD flos is one that
values all cells equallyegardless of size. This/aluation is actually simplesince it can

be done separately for each cedlliwwithout knavledge of the distance between cedliw
intersections. All of the images in the fallmg section use this model.

Results:

The data set used for most of the testing of this prototypeaefiwmplementation is the

blunt fin data set described by Hung and Buning [Hung84]. This data set is used because it
is small enough to be easily held ionkstation memory and yet complenough to

contain interesting features. In the originalriy several psuedocolored grid planes are

shawvn for two scalar functions, pressure and local Mach nunilier images contained in

the original paper ha sered as a useful guide in selecting scakdd$ to wlume render

in designing color mappings for them, and as an imporgftoation tool.

The wlume of interest is a geon of flav past a bluntif which rises out of a flat plate.
(See Figure 1.) Since thewilas assumed to be symmetric about the center line oirthe f
the flow solution is computed for only half of thelume surrounding the. Two faces of
the structured grid coincide with the sagés of the plate, swo in red, and thdrf the
straighter yellav grid. A second yell grid plane is also sian as anxample of a typical
grid plane of that orientation. A thirdde of the grid is dafed by the plane of symmetry
shawvn as the closest blue grid. The last grid plane of this orientation and a typical one are
also shwn in blue. The other threades of the grid are simplydif enough” out from the
fin and plate and & enough” davnstream from the leading edge of tivetb permit an
accurate solution by the flosolver. Note the increasing density of the grid lines ag the
approach the tarsurfices.

The flow is parallel to both the plate and the length of theddt slightly less than three

(2.95) times the speed of sound. Both the plate andithesf speciéd as no-slip suaces,

so the elocity at the sudces is zero. The grid is 32 nodes by 32 nodes by 40 nodes for a
total of 40,960 nodes. At each of these locations, the demgityentum and engy of the

flow have been computed. From thesdues man others can be calculatecbrfFexample,

the \elocity at each node is the momentuactor dvided by the densityand pressure is
easily calculated from theelocity and densityThe calculator module ofAST [Banc90]

was used to calculatevazal felds of interest for this and other data sets used in testing.

Figures 2 through 6 are presentationsasfous scalarié¢lds of this flav, using a ariety of
color transfer functions. In general, the same scalaevhas been used to control both the
hue and the opacity of thehame in its neighborhood. Thalues used at each
intersection of a ray with a celiée are calculated by bilinear interpolation between the
four cell face \ertices. All transfer functions are piedse linear interpolations from the
data range to the visual parameter range. The colors used in these imadeseha
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changed from the ones used on th& GRreen because colors are pemeidiferently in

the two media. On the screen of a light emittingide like a CR, high intensity produces
bright colors which stand out, and yh&tand out particularly well agnst a dark or black
background. Printed copies of these images uge Emounts of ink to produce the dark
regions and little ink for the light coloredgiens. The dark ggons attract more attention,
and the paper surrounding the image is almegyd white. Br this reason, the colors

have been imerted before being printed. The white backgrounds with black grid lines are,
on screen, black backgrounds with white grid lines. Bright red, wiventéa, becomes

cyan (an intense turquoise); green becomes magenta; and blue becomes-iglie

two is presented in both forms to emphasize this point. A brief discussion of each image
highlights some visible features and describes the paranadteswsed.

In figure 2, the densityalues are mapped to both opacity and color range. The color range
designed for the CRhas red as the maximum and blue as the minimum. Green, the other
monitor primary is halfay between thesexeemes. ¥llow, a mixture of red and green,

falls between red and green mlwe; yan, lying between green and blue, results from
values in the corresponding data range. The high density just in front of the leading edge
of the in is visible in red, &ding through yelly and decreasing in opacity as distance

from the fn increases. Thewerted colors used for paper outputdra/an as the

maximum, yellev as the minimum, and magenta as the haffvalue. The same high

density features can be seeut thetail is more easily piekl out in the imerted color

image. Br example, the major trailing shockame can be seen as a slightly more opaque
region further from theif as one looks denstream.

In figure 3, the local Mach number is mapped to a similar color range and opacity
function. The distinct, double branched “lambda” shock is easily visiblgaim wear the
base of the leading edge of the fThis is one of the features described in [Hung84].

Helicity is calculated as the dot product efacity and wrticity. It is a scalar alue which
has a lage magnitude neaovtices. Its sign may be either poggtior ngative and

indicates the direction of rotation of thertex. For figure 4, the image of helicitjarge
magnitude is opaquegardless of sign, and small magnitude is nearly transparent.
Extreme ngative values are mapped tgan, etreme posiire to magenta, ancglues near
zero are mapped to yello Two vortices starting near the base of the leading edge of the
fin can be seen. The tightan \ortex stays close to thénfand rises sloly. The magenta
vortex moves both out from therf and up from the base plate more rapidly

The \elocity field is the object of central interest in the study of fluid/fllo this case, the
X component is parallel to the unobstructed/fldhe presence of thanfin the flav
generally reduces this component of tkéueity. In fact there are some gaive x
component &lues in the data set. These areas are of particular interest bevarss of
the flav direction is often indicate of a separation of the Wiofrom the suréce of the
body. Flow separations are also features of interest to aircraft designaggurii3 the
smallest x &lues (including the most gative) are mapped toyan and high opacityvhile
the lagest x elocity components are mapped to yelland near transparent.
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The perturbationelocity field is deined to be the result of subtracting the free stream
velocity for the data set from thelacity field at each point. The x component of this data
set is parallel to the length of tha.fNegative values of the perturbatiorelocity x
component represent locations in tleddf where the fiev is slaver than the free stream
velocity. Since lov values are most interesting, yheave been mapped tyan and

opaque, as in Figure 5.

The same transfer function is used to create the imagegidd 5 and 6. This transfer
function uses thextreme \alues of the datagid being presented to set the scale afgkbf
into the linear color space. The results ag/\similar @en though the numericahlues
are quite difierent. In both images thgan flov reversal rgion is visible.

The net three fgures are the results of initial attempts tduvne render ector felds. In

each case the free streaglocity vector is used as an axis for determining the mapping
from the parameter of interest into visual parameters. This mapping uses a spherical
coordinate system rather than a Cartesian system in order to create a more natural
mapping into a multidimensional color space. The coordinates in this spherical system are
magnitude, azimuth and gkion (or magnitude, longitude and latitude). The magnitude

of the \ector is mapped to opacifyhe radial angle around the free streattor

(azimuth) is mapped to hue (color) because hue has a natural range ofi&&3.dehe

angle the gctor maks with the free streaneetor (eleation) is mapped to saturation, the
dimension that ranges from gray (at zero saturation) to full brightness.

The frst attempt at @ctor feld volume rendering is a direct attempt to display thHleaity
field. The bluntih geometry is clearly visible in dark reddish\wro The main shock

wave in the flov is visible as the dision between the forard area which seems to
oscillate between green and magenta hues, and the rear area which is mainly green.
However, the oscillations in the foravd region are ‘ery distracting and reflect more on the
grid and the flar solver than on the flo solution of interest. It has been suggested that the
oscillation may be an aréitt of a slight instability in the numerical methods of theesplv
exaggerated by the particular color mappingr. §mall magnitudes, the direction may be
almost random, resulting in a widanation in hueswen though almost transparent.

We selected the perturbatioalocity field as a good candidate faslume rendering
before discweering that aerodynamicists had a particular name for it. Basitadly
reasoning is to makthe uninteresting part of thelfl near zero and the interesting part f
from zero. Then mapping the magnitude of thetor to the opacity becomes a natural
way to select the interesting parts of tieédfi. Choosing spherical coordinates and the
mapping from these coordinates to visual parametassmore diicult. In figure 8 CR
colors are used because\tlage clearer in hardcgghan the imerse colors ordinarily
used. The bluntifi geometry is ag@in visible. Since the perturbatiorlacity ezerywhere
on the no slip boundary is&ctly the ngative of the free streanelocity, the \ector has a
relatively lage magnitude and zero azimuth angle. The result is nearly wéditefar
both the in and the base plate, with opacity relaly high due to the (relatly) large
magnitude. The shockawe and wrtex structures are visible although the saturationms lo
enough that the images are netwcompelling. Theartex that hugs therf is purple. The
main shock is yell-green aginst the reddish main fAo The red direction is “up” from
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the plate (zero hue which matches the y axis) andwalleen is way from the in. A
legend for clarifying which hue is associated with which directionldsenhance the
value substantially

Another \ector feld of interest is thearticity field. Vorticity is the cross product of the
gradient of the @locity field with the welocity field. Vorticity is always high in the

boundary layerdue to the laye change inelocity over a small distance. It is also high in
the neighborhood ofortices, where the direction of Wlochanges rapidlyBecause we

wish to see theartices lut not the high erticity boundary layera diferent transfer

function must be used. Figure 9 is an attempt to displayatttieity field. More work is
needed on this transfer function. In addition to modifying thresholds in each dimension of
the mapping, it wuld probably also be useful to determine &d#nt axis to use for the
spherical coordinate system. Sinagticity is alvays at right angles to the localcity
vector it is often nearly at right angles to the free stream. Therefore saturation is almost
always near 50% and prales little information.

Evaluation:

Direct wolume rendering is one of theafenethods of displaying lge, densely sampled
sets of data that pvales a viev of the entire data set in a single imager. this reason, |
believe it has good potential to earn a place in the suite of tools used/&omiag an
understanding of comptdlows. Most other tools require a subset of the fio be
selected for inspection atyanne time. This selection must be made before seeing the
data, although it can usually be interaely modiied after seeing a prmusly selected
subset. Hang a general vig which highlights areas of compiéy can prowide important
information about what subsebwld be interesting to obseryn more detail and what
kinds of tools might be most appropriate for the further analysis. As indicated by the
images in the preous section, directolume rendering can also be useful in displaying
large scale structures of awlo

The usefulness of the images is quite sesmstt sgeral decisions best left in the hands of

the researchewho knavs the most about the data and the features of interest. First, the
particular feld to be displayed, and the rangesalfies in thati€ld which are of

particular interest, should be carefully selected. Once these decisions are made, a set of
transfer functions can be designed which do highlight the desired ranges. This task is not
too difficult for scalar dataalues and can be made much easier by the use of appropriate
auxiliary tools, such as histograms.elf\wso, care must beercised to @oid confusions
between rgions of intermediate datales and visually superimposedimns of two

distinct colors.

Opacity is a particularlyatuable parameter for highlighting subranges and indicating
presence while deemphasizing the importance of other ranges. Hue is also a strong cue,
except for colotblind viewers. It should be used for an important data rangeg batural
mapping can be ditult to find.

People are not, in general, accustomed to thinking of three dimensional color spaces so
interpolations between points in a three dimensional color space produpected
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results. The non-intuite nature of these results neatke dificult problem of interpreting

the data een worse. [or these reasons, constructing appropriate transfer functions is much
more dificult for vector \alued felds. Using a color space that is more easily interpreted
by people rather than the one that is natural for computer graphics display systems is
important. Changing the coordinate system of #tor feld to improve the geometric

match with the color space is also helpfule&so, while it is clear that “something is
happening” in particular ggons in the wlume, analyzing what that “something” might be

is still quite dificult.

Direct wolume rendering is unlély to displace other methods of graphicakplering
CFD data sets. Other techniques, such as particle traces and streaessand ligly to
be superior in displayingrfe detail in the structure of comgl#ows. There are tradefsf
in the size of the ranges of interest and the visual comtylghich also limit its utility If
the range of interest is limited to a singéue, and made opaque, while all other data
values are completely transparent, the result is an isaesutihcreasing the width of the
range while decreasing the opacity results in a émiclg of the sueice to a elume and
making its boundary appear less solid. Increasing the opacity of the “otherise
slightly further reduces the solidjtynaking the rgions appear fuzzy

Further Wrk:

The primary objection to use of the current saftvis the time required to generatealf
image. The winde used for the ®ume rendered image is set at 512 x 512IgiXimes
to generate theolume rendered images with one ray peepuary from 10 to 30 minutes.
The resulting image must beovth considerable study if the user is taitthat long for it
to be generated. There areesal places where the sofive can be made mordieient,
which should result in reducing the time requires by at least hadfté-iL5 minutes is still
too long to vait for changes in vigpoint or changes in the transfer functions.

A second winda provides a vigv of the grid rendered using the Silicon Graphicsi#dp
hardware, which allars interactre selection of position and orientation of the data set. In
this way, at least the images generated arglyilto be desirable ones. Alterneti

stratgies for radical reductions in time to producenuine rendered image are being
pursued.

The usefulness of the images producades substantially and one of the most important
factors is the mapping from datalwes to visual parameters. Impiry the speed auld

help by making comparisons of images computed from slighfigrdiit mappings easy to
accomplish. Intgrated tools for manipulating the mappings are an important feature to be
added soon.wo different aspects need to be supported. Tkei$ interactre shaping

and editing of the transfer function which maps the input detevange to the output
visual parameter range, ékhe stand alone module pided by Shankar Ramamooytbf
University of California at Santa Cruz. ¥iag some information about the distition of

the input data is critical to designing a good transfer function. This aheerwas the
motivation for my writing the histogram tool kit. [Usel91] Kristina Miceli haglmea

small project to combine the functionality of these taols. Eentually something

similar should be accessible from within@ume rendereilOnce such tools areailable,
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more &haustve experiments toealuate \arious transfer function designs and attenuation
formulas are in order

Another important aspect of the colorization of the data is the ability to interpret the result.
Providing a legend or key to the display wuld improve the interpretability substantially

For scalarields, a bar shwing the sequence of colors and labeled with #teeme data
values vould be a major impre@ment. The form of theel, howvever, is far from olvious,

for the multidimensional mappings used for displayiagter felds. One possibility is to

shaw the free stream direction awp(or whateer axis is used for the spherical coordinate
system) a plane containing the full range of hues aagdm of ninety dgrees, and a

small number of semicircles of equal longitude, with the appropriate colors mapped.

Most of the fgures shw rendering artéicts which are the result of numerical inaccyrac
in the ray follaving, bad interpolationalues or other similar errors. Impiog the speed
of the code will permit more test runs and betteudging.

Adding the ability to perform the same sort of rendering for dataateéver unstructured
grids is easy in principle. The changes required are mainly a matter of adding an
alternatve data structure for the storage of the dataes and geometryhe ray
intersection and shading routines are fundamentally the saosptehat the number of
faces giting a cell is in general smaller

Another useful feature uld be an option to al@the rendering of taw dimensional
geometry in the same weirse as theolume. The obious frst application wuld be to
display the geometry of the solid that is deforming the.f@utting planes, clipping
planes and similar probeswld also it into this modifcation.
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